
On a Liu-Wang Speeh Reognition Model using an OrthogonalPolynomial RepresentationG. Carballoa, R. �Alvarez-Nodarseb; and J. S. Dehesab;d 1aDepartamento de Personalidad, Evaluai�on y Tratamiento Psiol�ogio, Faultad dePsiolog��a. Universidad de Granada. E-18071 Granada, Spain.bInstituto Carlos I de F��sia Te�oria y Computaional Universidad de Granada. E-18071Granada, SpainDepartamento de An�alisis Matem�atio.Universidad de Sevilla. Apdo. Postal 1160, SevillaE-41080, Sevilla, SpaindDepartamento de F��sia Moderna. Universidad de Granada. E-18071 Granada, Spain.Key words and phrases: disrete Chebyshev polynomials, speeh reognition, speakerveri�ation, speeh identi�ation, speeh sound, speeh ompressionAbstratAdvaned speeh information proessing systems require further researh on speaker-dependent information. Reently, a spei� system of disrete orthogonal polynomialsf�Lr (l); l = 1; 2; :::; L gRr=0, has been enountered to play a dominant role in a segmentalprobability model reently proposed in the speaker-dependent feature extration fromspeeh waves and applied to text-independent speaker veri�ation. Here, these speehpolynomials are shown to be the shifted Chebyshev polynomials on a disrete variabletr(l � 1; L), whose strutural and spetral properties are disussed and reviewed in thelight of the reent disoveries in the �eld of disrete orthogonal polynomials. Conse-quently various onsiderations and �ndings are shown whih ould greatly simplify thealgorithms inherent to the speaker reognition methods and appliations.1 Introdution.The lassial orthogonal polynomials have been shown to play a relevant role in speehsiene; partiularly, in researh on extration of speaker-dependent features from speehwaves. This is the ase of the Legendre polynomials whih have been used for speehreognition, speeh enhanement, speaker adaptation, ... (see e.g. [4, 6, 9, 8℄). The disretepolynomials were �rstly used in speeh reognition performane by means of the orthogonal-polynomial-ompression tehnique (Levitt & Rabiner, 1971 [14℄; Levitt & Neuman 1991[13℄), whih allows us to independently ompress di�erent aspets of the speeh spetrum.Indeed, eah polynomial orresponds to a di�erent feature of the short-term speeh spe-trum; for example, the polynomials of �rst and seond degrees orrespond to the averageslope and quadrati urvature of the spetrum.Reently, the disrete polynomials have been used in the researh of speaker reognitionto fae both speaker veri�ation and speaker identi�ation problems. Indeed, it has beenproposed (Liu & Wang, 1996 [11℄) a segmental probabilisti model whih is based on an or-thogonal polynomial representation of speeh signals. Contrary to the onventional frame-based probabilisti models, the Liu-Wang model onatenates several onseutive frameswith similar harateristis into an aousti segment and represents it by an orthogonalpolynomial funtion. Thus, the speeh signal is omposed of L suessive N�dimensionalfeature vetors; that is, a set of N trajetories of length L. Eah trajetory is represented by1E-mails: gloria�platon.ugr.es, renato�gandalf.ugr.es, dehesa�ugr.es



2 On a Liu-Wang Speeh Reognition Modela polynomial funtion. Also, Liu and Wang propose an iterative, self-onsistent proedurethat performs reognition and segmentation proesses for estimating the segment-based s-peaker model. Moreover, they illustrate its validity not only in the text-dependent speakerreognition, where the speaker is required to issue a predetermined utterane, but also inthe text-independent reognition methods whih do not rely on a spei� text being spoken.These methods, whose aim is to verify the identity of a laimed speaker, have a trainingphase and a veri�ation phase. For a given speeh signal of a spei� speaker, the number ofsegments, the length of eah segment and the appropriate segmental probabilisti model aredetermined in the training phase. The performane of the model depends on the mixturenumber (i.e., number of aousti segments used for modeling the speaker's voie harater-istis) and the degrees of the orthogonal polynomials. This degree a�ets the auray ofthe model and ontrols the type of the basi segment for the model and its harateristis.In fat, the degree of the orthogonal polynomial used in the model determines the smallestlength of the partitioned segment of a given speeh signal. Moreover, the degree and thealgebrai properties of the disrete orthogonal polynomials used are ruial for the eÆien-y (omputation time and memory storage) and auray of the model. Furthermore, thedisrete orthogonal polynomials that have naturally enountered in some speaker reogni-tion methods (to be alled hereto-forth speeh polynomials) orrespond to a partiular lassof the so-alled Hahn polynomials (Szeg�o, 1959 [19℄; Levit, 1967 [12℄; Morrison, 1969 [15℄;Chihara, 1978 [3℄; Nikiforov, Suslov & Uvarov, 1991 [17℄), denoted by h�;�n (x;N). Thislass is omposed by the lassial Chebyhev polynomials of a disrete variable tn(x;N) =h0;0n (x;N), whih where introdued by the Russian mathematiian P. L. Chebyshev in thepast entury (see [2℄). Until now, however, the study of the algebrai and spetral propertiesof the Chebyshev polynomials is a very interesting mathematial topi whih reeives muhattention in the modern theory of speial funtions (Nikiforov, Suslov & Uvarov, 1991 [17℄;Dette, 1995 [5℄; Rakhmanov, 1996 [18℄; Kuijlaars & Van Asshe, 1997 [10℄; Alvarez-Nodarse& Dehesa, 1998 [1℄).The purpose of this paper is to identify the speeh polynomials as shifted Chebyshevpolynomials. In doing so, we observe that some mathematial tools used in some speakerreognition methods ould be onsiderably redued (see e.g. the reurrene relation used inthe Liu-Wang paper [11, Appendix A℄ for the orthogonal polynomials), what an imply abig redution and simpli�ation in the algorithms inherent to these methods.The struture of the paper is as follows. In Setion 2 some de�nitions and statements ofthe general theory of orthogonal polynomials are given. Then, in Setion 3, the speeh poly-nomials are identi�ed as shifted Chebyshev polynomials. Finally, in Setion 4, the spetrumof zeros of the speeh polynomials as a whole is studied by the expliit determination of themoments-around-the-origin of the distribution of zeros of the speeh polynomials.2 Basi bakground on orthogonal polynomials.In this Setion we will desribe some well known fats from the general theory of orthogonalpolynomials and, spei�ally, from the Chebyshev polynomials of a disrete variable whihwill help us in the next Setion to identify the orthogonal polynomials found in the Lie-Wangmodel [11℄.Let �(x) be a non-onstant and non-dereasing funtion in [a; b℄ (if any of a; b are �1 werequire that �(�1) should be �nite). Let us de�ne the salar produt of two real funtions



On a Liu-Wang Speeh Reognition Model 3f and g by the Stieltjes-Lebesgue integral(f; g) = Z ba f(x)g(x)d�(x); (2.1)where we suppose that f , g are square integrable funtions belongs to L2(�), i.e., R ba f2(x)d�(x)< +1.In what follows f , g are ontinuous in [a; b℄ with a; b �nite real numbers. Two partiularases of speial interest orrespond to the ones when � is absolutely ontinuous positivefuntions or a step funtion with jumps at a �nite number of points fxigNi=1, xi 2 [a; b℄,i = 1; 2; :::; N . In these two ases the salar produt (2.1) beomes(f; g) = Z ba f(x)g(x)�(x) dx; and (f; g) = NXi=1 f(xi)g(xi)�(xi); �(x) > 0; 8x 2 [a; b℄;(2.2)respetively and � is said to be a ontinuous or disrete weight funtion, also respetively.A system of funtions f1, f2, ..., fn in L2(�) is alled an orthogonal system if (fi; fj) = 0for all i 6= j. Obviously, orthogonal funtions are neessarily linearly independent. In thease when � has a �nite number N of point of inrease (like in the ase of a disrete weightfuntion mentioned above), n is neessarily �nite: n � N .Given a sequene of linearly independent funtions in L2(�), it is always possible toobtain an orthogonal sequene. This proedure is alled the orthogonalization or Gram-Shmidt proess. The simplest set of ontinuous funtions is the sequene of non-negativepowers 1, x, x2, ..., xn, ... . Sine we assume that [a; b℄ is bounded, then from this set wean derive an orthogonal set. In fat, if we denote by �n the following determinant�n = ��������� �0 �1 � � � �n�1 �2 � � � �n+1... ... . . . ...�n �n+1 � � � �2n ��������� ; (2.3)where �k = R ba xkd�(x), k = 0; 1; 2; ::: are the moments assoiated to �, then the Gram-Shmidt orthogonalization proess leads us to the following set of orthogonal polynomialspn(x) = An ����������� �0 �1 � � � �n�1 �2 � � � �n+1... ... . . . ...�n�1 �n � � � �2n�11 x � � � xn
����������� = anxn + � � � ; n = 0; 1; 2; :::; an 6= 0 ; (2.4)being An some onstant. It is straightforward to see that (pk; pn) = 0, for all k = 0; 1; :::; n,i.e., the following theorem holds (see e.g. [3, 16, 19℄)Theorem 1 Given a distribution funtion � with moments �k, k = 0; 1; 2; :::, there exists auniquely determined up to a onstant multipliative fator sequene of orthogonal polynomialsfpng, de�ned by (2.4), eah of whih have degree exatly equal n, providing that �n > 0 forall n � 0.



4 On a Liu-Wang Speeh Reognition ModelRemark 1 In the ase when � is a positive de�nite weight funtion, �n > 0 for all n � 0.Remark 2 This theorem states that, given a distribution funtion � with moments �k,then by the standard Gram-Shmidt orthogonalization proess, we an onstrut one andonly one sequene of polynomials orthogonal with respet to � (i.e., a sequene suh that(pn; pm) = 0 if n 6= m) provide that, for example, the leading oeÆient an is �xed. Themost standard normalizations for the orthogonal polynomials orrespond to the two follow-ing hoies: (i) an = 1, in whih ase one speaks about moni orthogonal polynomials, and(ii) an = (pn; pn)� 12 , then one deals with orthonormal polynomials.Sine the polynomials pn onstitute a linearly independent set, then one an expand anypolynomial � of degreem in the set fp0; p1; :::; pmg. Using this fat and the the orthogonalityproperty of the polynomials pn one obtainsTheorem 2 If fpng1n=0 is a moni orthogonal polynomial sequene with respet to a weightfuntion �(x), then the polynomials pn satisfy a three-term reurrene relation of the formpn(x) = (x� n)pn�1(x)� �npn�2(x); p�1(x) = 0; p0(x) = 1; n = 1; 2; 3; ::: ; (2.5)where fng1n=0 and f�ng1n=0 are given byn = (xpn�1; pn�1)(pn�1; pn�1) ; n � 1; and �n = (xpn�1; pn�2)(pn�2; pn�2) ; n � 2 ;respetively.In this paper we will deal with the lassial disrete Chebyshev moni polynomialstn(x;N). These polynomials tn(x;N) are polynomials that satisfy an orthogonality relationof the form N�1Xx=0 tn(x;N) tm(x;N) = Ænm n!2(N + n)!(2n+ 1)(N � n� 1)!(n+ 1)2n ; (2.6)where Ænm is the Kroneker symbol (Ænm = 1 if n = m and 0 elsewhere) and (a)n =a(a+1) � � � (a+ n� 1) denotes the Pohhammer symbol. That is, they are orthogonal withrespet to a distribution funtion �, whih is a step funtion with N jumps at the pointsx = 0; 1; :::; N � 1 but in this ase, as we already pointed out (see e.g. [19, page 24℄), theyform a �nite family of orthogonal polynomials.These polynomials satisfy the three-term reurrene relation (2.5) with oeÆientsn = N � 12 ; �n = (n� 1)2[N2 � (n� 1)2℄4[4(n� 1)2 � 1℄ : (2.7)Moreover, they form a very important speial sublass of the Hahn polynomials h�;�n (x;N),[16, 17℄: that with � = � = 0.3 Identi�ation of the speeh polynomialsIn the Lee-Wang model [11, Setion 3.1℄ a sequene of orthogonal polynomials �Ln(l) is intro-dued to regenerate a time sequene of L�length feature vetors. This family of polynomialssatisfy an orthogonality relation [11, Appendix A, Eq. (48)℄LXl=1 �Ln(l)�Lk (l) = 0; n 6= k; n; k = 0; 1; 2; :::; R: (3.1)



On a Liu-Wang Speeh Reognition Model 5Obviously, the above orthogonality relation orresponds to the disrete salar produt(2.2). Then, theorem 1 states that the polynomials �Ln(l) are uniquely determined up to aonstant fator. Moreover, sine the distribution funtion � is a step funtion with L jumpsat points x = 1; 2; :::; L, the family �Ln(l) is a �nite family, i.e., in (3.1) R � L� 1.If we now ompare the orthogonality relation (3.1) with (2.6), one an easily arrive to theonlusion that the speeh polynomials �Ln(l) are proportional to the Chebyshev polynomialstn(l � 1; L). In fat, making the hange of variable x! l � 1 in (2.6)0 = L�1Xx=0 tn(x;L) tk(x;L) = LXl=1 tn(l � 1; L) tk(l � 1; L); n 6= k; n; k = 0; 1; 2; :::; L � 1;we arrive to (3.1). Moreover, the square norm of the �Ln , denoted in [11, Eq. (38)℄ by �Ln ,has the expliit form LXl=1 �Ln(l)�Ln(l) = n!2(L+ n)!(2n+ 1)(L� n� 1)!(n+ 1)2n :For simpliity, let us onsider the moni polynomials, i.e., the polynomials �Ln(l) =ln + � � �. With this normalization, and using the the three-term reurrene relation forthe Chebyshev polynomials (2.7), we obtain that the speeh polynomials �Ln(l) satisfy athree-term reurrene relation of the form�Ln(l) = �l � L+ 12 ��Ln�1(l)� (n� 1)2[L2 � (n� 1)2℄4[4(n� 1)2 � 1℄ �Ln�2(l):whih is nothing else that the relation (50) in the Liu-Wang model [11℄. Most important isto remark that the � and � values of this model [11℄ (see Eqs. (51) and (52) in [11℄) redueto � = 0; � = �(n� 1)2[L2 � (n� 1)2℄4[4(n� 1)2 � 1℄ :Obviously, from the properties of the Chebyshev polynomials [5, 17, 19℄, one an obtain alot of properties for the �Ln(l). In fat1. Seond order di�erene equation(l � 1)(L � l + 1)45�Ln(l) + (L+ 1� 2l)4 �Ln(l) + n(n+ 1)�Ln(l) = 0;4f(x) = f(x+ 1)� f(x); and 5 f(x) = f(x)� f(x� 1):2. Expliit formula�Ln(l) = (�1)n(n+ 1)n nXk=0(�1)k n!k!(n� k)! �(L� l + k + 1)�(n+ l � k)�(L� n� l + k + 1)�(l � k) ;�Ln(1) = (�1)n n!(L� 1)!(n+ 1)n(L� n� 1)! ; �Ln(L) = n!(L� 1)!(n+ 1)n(L� n� 1)! :3. Hypergeometri representation�Ln(l) = (1� L)nn!(n+ 1)n 3F2� 1� l ; n+ 1 ; �n1� L ; 1 ���1� ;where the hypergeometri funtion pFq is de�ned bypFq� a1; a2; :::; apb1; b2; :::; bq ����x� = 1Xk=0 (a1)k(a2)k � � � (ap)k(b1)k(b2)k � � � (bq)k xkk! :



6 On a Liu-Wang Speeh Reognition Model4. Generating funtionL�1Xn=0 (n+ 1)n(n!)2 �Ln(l)zn = 1F1� l �N1 ���z�1F1� 1� l1 ���z�; l = 1; 2; :::; L:5. Symmetry property �Ln(L� l + 1) = (�1)n�Ln(l):6. Dette inequality j�Ln(l)j � (L� n)n(n+ 1)n :From the above expressions we obtain the following expression for the �ve �rst �Ln�L0 (l) = 1; �L1 (l) = �L+12 + l; �L2 (l) = (1+L)(2+L)6 � (L+ 1) l + l2 ;�L3 (l) = � ((1+L)(2+L)(3+L)20 + (11+15L+6L2)10 l � 3(1+L)2 l2 + l3 ;�L4 (l) = (1+L)(2+L)(3+L)(4+L)70 � (1+L)(10+7L+2L2)7 l + (17+21L+9L2)7 l2 � 2 (1 + L) l3 + l4 ;�L5 (l) = � (1+L)(2+L)(3+L)(4+L)(5+L)252 + (274+525L+365L2+105L3+15L4)126 l � 5(1+L)(5+3L+L2)6 l2++5(8+9L+4L2)9 l3 � 5(1+L)2 l4 + l5 :The graphial representation of these �ve polynomials are shown in 1a and 1b for L = 7and L = 12, respetively.
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Figure 1: The speeh polynomials �Ln , n = 1; 2; 3; 4; 5 and L = 7 and 124 Spetral moments of the speeh polynomials.Some important spetral harateristis of the speeh polynomials are the moments of theirzeros, whih are de�ned by�0 = 1; �0(n)m = 1n nXk=1 xmk;n; m = 1; 2; :::; L � 1; n � L� 1; (4.2)



On a Liu-Wang Speeh Reognition Model 7where xk;n, k = 1; 2; :::; n denotes the zeros of the polynomial �Ln . To obtain these quantitieswe an use the method given in [1℄. In this way we have�0(n)m = 1nX(m) F (r01; r1; :::; rj ; r0j+1) n�sXi=1 j+1Yk=1�(L+ 1)2 �r0k jYk=1 �(i+ k � 1)2[L2 � (i+ k � 1)2℄4[4(2i + 2k � 1)2 � 1℄ �rk ;where s denotes the number of non-vanishing ri whih are involved in eah partition of m.The �rst summation runs over all partitions (r01; r1; :::; r0j+1) of the number m suh that1. R0 + 2R = m, where R and R0 denote the sums R = [m2 ℄Xi=1 ri and R0 = [m2 ℄�1Xi=1 r0i, or[m2 ℄�1Xi=1 r0i + 2 [m2 ℄Xi=1 ri = m: (4.3)2. If ri = 0; 1 < i < [m2 ℄, then rk = r0k = 0 for eah k > i and3. [m2 ℄ = m2 or [m2 ℄ = m�12 for m even or odd, respetively.The fatorial oeÆient F is de�ned byF (r01; r1; r02; :::; r0p�1; rp�1; r0p) == m(r01 + r1 � 1)!r01!r1! "p�1Yi=2 (ri�1 + r0i + ri � 1)!(ri�1 � 1)! ri! r0i! # (rp�1 + r0p � 1)!(rp�1 � 1)! r0p! ; (4.4)with the onvention r0 = rp = 1. For the evaluation of these oeÆients, we must take intoaount the following onventionF (r01; r1; r02; r2:::; r0p�1; 0; 0) = F (r01; r1; r02; r2:::; r0p�1):Then, the �rst few spetral moments of �Lns have the simpler expressions�0(n)1 = L+ 12 ; �0(n)2 = (1 + 3L (1 + L)) + (2 + 3L)2n+ 2n2 � n324n� 12�0(n)3 = (1 + L) ��2L� 4L2 + 4Ln+ 5L2 n+ 2n2 � n3�16n� 8 :These quantities give di�erent dispersion measures of the distribution of zeros of thespeeh polynomials. The entroid of the distribution is �0(n)1 , and the variane �2 is equalto �2 = �0(n)2 � (�0(n)1 )2 = (n� 1) �3L2 + n� n2 � 1�24n� 12 :Also, it turns out that the skewness 1 vanishes and the exess or kurtosis is positive. Theformer is a straightforward onsequene of the symmetri nature of the distribution whilethe latter indiates that the distribution of the zeros of the speeh polynomials are sharperaround the entroid than a Gaussian distribution of the same variane.
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