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has obtained three new classes of polynomials orthogonal with respect to measures whichare not absolutely continuous with respect to the Lebesgue measure. In fact, his study isrelated to an extension of the very well known characterization of classical orthogonal poly-nomials by S. Bochner. This kind of measures was not considered in [39]. Moreover, in hispaper H. L. Krall obtain that these three new families of orthogonal polynomials satisfy afourth order di�erential equation with polynomial coe�cients. The corresponding measuresare given in table 1. A di�erent approach to this subject was presented in [28].Table 1: The classical Krall polynomials [28], [29]fPng measure d� supp(�)Laguerre-type e�x dx+M�(x); M > 0 [0;1)Legendre-type �2 dx+ �(x � 1)2 + �(x+ 1)2 ; � > 0 [�1; 1]Jacobi-type (1� x)� dx+M�(x); M > 0; � > �1 [0; 1]The analysis of properties of polynomials orthogonal with respect to a perturbation of ameasure via the addition of mass points was introduced by P.Nevai [35]. There the asymp-totic properties of the new polynomials have been considered. In particular, he proved thedependence of such properties in terms of the location of the mass points with respect tothe support of the measure. Particular emphasis was given to measures supported in [�1; 1]and satisfying some extra conditions in terms of the parameters of the three-term recurrencerelation that the corresponding sequence of orthogonal polynomials satis�es.The analysis of algebraic properties for such polynomials attracted the interest of severalresearchers. A general analysis when a modi�cation of a linear functional in the linear spaceof polynomials with real coe�cients via the addition of one delta Dirac measure was startedby Chihara [13] in the positive de�nite case and Marcell�an and Maroni [31] for quasi-de�nitelinear functionals. From the point of view of di�erential equations see [34]. For two pointmasses there exist very few examples in the literature (see [27], [15], [25] and [30]). In thiscase the di�culties increase as shows [16]. Spectral properties of the classical Krall polyno-mials [28], [29] were considered in [11].A special emphasis was given to the modi�cations of classical linear functionals (Hermite,Laguerre, Jacobi and Bessel) in the framework of the so-called semiclassical orthogonalpolynomials. For example in [27] the Jacobi case with two masses at points x = �1 wasconsidered. The hypergeometric representation of the resulting polynomials as well as theexistence of a second order di�erential equation that such polynomials satisfy have beenestablished. Also the particular cases of the Krall polynomials [28], [29] have been obtainedfrom this general case as special cases or limit cases. In [21], [23] (see also [25]) the Laguerrecase was considered in details. In particular an in�nite order di�erential equation for thesepolynomials as well as their representation as hypergeometric series have been found. The2



case of modi�cation of a classical symmetric functional (Hermite and Gegenbauer function-als) was considered in [6].The modi�cation of classical functionals have been considered also for the discrete orthogo-nal polynomials. In this direction Bavinck and van Haeringen [9] obtained an in�nite orderdi�erence equation for generalized Meixner polynomials, i.e., polynomials orthogonal withrespect to the modi�cation of the Meixner weight with a point mass at x = 0. The samewas found for generalized Charlier polynomials by Bavinck and Koekoek [10]. In a series ofpapers by Alvarez-Nodarse et. al [2]-[4] the authors have obtained the representation as hy-pergeometric functions for generalized Meixner, Charlier, Kravchuk and Hahn polynomialsas well as the corresponding second order di�erence equation that such polynomials satisfy.The connection of all these discrete polynomials with the Jacobi [27] and Laguerre [21] typewhere studied in details in [5]. In particular, in [5] they proved that the Jacobi-Koornwinderpolynomials [27] are a limit case of the generalized Hahn as well as the Laguerre-Koekoek[21], [23] are of the Meixner ones.The aim of the present contribution is to give an uni�ed approach to this subject includingthe spectral properties by means of the central moments of the polynomials [12] and theWKB or semiclassical approximation to the density of the distribution of zeros [8], [42], [43]and some asymptotic formulas for the polynomials. Also a new interpretation of the Krallpolynomials in terms of special Jacobi matrices will be given.The plan of the paper is the following. In Section 2 we give a general theory which allowsus to obtain some general formulas for the Krall-type polynomials. From these formulas weobtain all the explicit formulas for the four families under consideration, i.e., the Jacobi-Koornwinder [27], the Laguerre-Koekoek [21], [23], and the Hermite-Krall and Gegenbauer-Krall [6]. Also a general algorithm is given to generate the second order di�erential equationsthat such polynomials satisfy.In Section 3 we study the spectral properties of the Jacobi-Koornwinder [27], Laguerre-Koekoek [21],[23], Hermite-Krall [6] and Gegenbauer-Krall [6] polynomials by means of itscentral moments and the WKB or semiclassical approximation to the density of the distri-bution of zeros. Some particular cases are also included.Finally, in Section 4 we consider some special cases of Krall-type polynomials obtained fromthe analysis of certain types of Jacobi matrices and quadratic transformation polynomialmappings.2 The de�nition and the representation.Let fPng be a sequence of monic polynomials orthogonal with respect to a linear functionalL on the linear space of polynomials IP with real coe�cients de�ned as (a; b can be �1,respectively)< L; P > = Z ba P (x)�(x)dx; �(x) 2 C[a;b]; �(x) > 0 for x 2 [a; b]: (1)Through the paper IP will denote the linear space of polynomials with real coe�cients.Let us consider a new sequence f ~Png orthogonal with respect to a linear functional U de-�ned on IP obtained from the above functional L by adding delta Dirac masses at points3



x1; x2; ::; xm, i.e.,< U ; P > =< L; P > + mXi=1 AiP (xi); xi 2 IR; Ai � 0 : (2)We will determine the monic polynomials f ~Png which are orthogonal with respect to thefunctional U and we will prove that they exist for all positive Ai. To obtain this, we canwrite the Fourier expansion of ~Pn(x) in terms of the polynomials Pn(x)~Pn(x) = Pn(x) + n�1Xk=0 an;kPk(x): (3)In order to �nd the unknown coe�cients an;k we will use the orthogonality of the polynomials~Pn(x) with respect to U , i.e.,0 =< U ; ~Pn(x)Pk(x) >=< L; ~Pn(x)Pk(x) > + mXi=1 Ai ~Pn(xi)Pk(xi); 8k < nwe �nd an;k = � mXi=1 Ai ~Pn(xi)Pk(xi)d2k ; (4)where d2k =< L; [Pk(x)]2 >. Finally, the equation (3) provides us the expression~Pn(x) = Pn(x)� mXi=1Ai ~Pn(xi) n�1Xk=0 Pk(xi)Pk(x)d2k == Pn(x)� mXi=1Ai ~Pn(xi)Kern�1(x; xi): (5)In order to obtain the unknown values ~Pn(xi) for each i = 1; 2; :::;m, we evaluate (5) inxj; j = 1; 2; :::;m. In this way, the obtained linear system of equations~Pn(xj) + mXi=1 Ai ~Pn(xi)Kern�1(xj; xi) = Pn(xj); j = 1; 2; :::;m; (6)has an unique solution if and only if the determinant������� 1 + A1Kern�1(x1 ; x1) A2Kern�1 (x1; x2) � � � AmKern�1(x1; xm)A1Kern�1(x2; x1) 1 + A2Kern�1(x2; x2) � � � AmKern�1(x2; xm)... ... . . . ...A1Kern�1(xm; x1) A2Kern�1(xm ; x2) � � � 1 + AmKern�1(xm; xm) ������� (7)does not vanish for all n 2 IN. This is also a necessary and su�cient condition for theexistence of the nth degree polynomial ~Pn(x) for all n 2 IN.In this work we will consider the particular cases when we add one or two delta Dirac masses.Let us consider these cases with more details.4



2.1 The Case of one point mass at x = x1.In this case from (5)-(6) we get~Pn(x) = Pn(x)� A ~Pn(x1)Kern�1(x; x1);~Pn(x1) = Pn(x1)1 + A n�1Xk=0 (Pk(x1))2d2k ; (8)and the condition (7) becomes 1 + A n�1Xk=0 (Pk(x1))2d2k 6= 0;which is always true for every n 2 IN since A � 0.2.2 The Case of two point masses at x = x1 and x2.Again we start from (5)-(6). Then,~Pn(x) = Pn(x)�A1 ~Pn(x1)Kern�1(x; x1)� A2 ~Pn(x2)Kern�1(x; x2);~Pn(x1) = ������ Pn(x1) A2Kern�1(x1; x2)Pn(x2) 1 +A2Kern�1(x2; x2) ������������ 1 + A1Kern�1(x1; x1) A2Kern�1(x1; x2)A1Kern�1(x2; x1) 1 + A2Kern�1(x2; x2) ������ ;~Pn(x2) = ������ 1 +A1Kern�1(x1; x1) Pn(x1)A1Kern�1(x2; x1) Pn(x2) ������������ 1 + A1Kern�1(x1; x1) A2Kern�1(x1; x2)A1Kern�1(x2; x1) 1 + A2Kern�1(x2; x2) ������ ; (9)and (7) becomes ������ 1 + A1Kern�1(x1; x1) A2Kern�1(x1; x2)A1Kern�1(x2; x1) 1 +A2Kern�1(x2; x2) ������ 6= 0:Moreover, if A1 and A2 are nonnegative constants then the above determinant is alwayspositive. To prove this it is su�cient to expand the determinant and use the Cauchy-Schwarzinequality (P akbk)2 �P a2kP b2k.3 Applications to classical polynomials.In the previous section we consider the polynomials orthogonal with respect to a very generalweight function �(x) 2 C[a;b]; �(x) > 0; x 2 [a; b]. In this section we will consider some par-ticular cases when �(x) is some of the classical weight functions, i.e., the Jacobi, Laguerre,5



Hermite or Gegenbauer weight functions, respectively. Moreover, since in expressions (8)and (9) the kernel polynomialsKern�1(x; xi) appear we will consider the case when we addsome delta Dirac masses at the origin x = 0 or at the ends of the interval of orthogonalityof the classical polynomials. The last consideration allows us to obtain explicit formulas forthe kernel polynomials in terms of the classical polynomials and their derivatives [5], [6].In this way, if we consider the Jacobi case and add two masses at x = �1 we obtain the well-known Jacobi-Koornwinder polynomials [27] and for special values of the masses A1; A2the classical Krall polynomials [28], [29]. For Laguerre case when x = 0 we obtain theLaguerre-Koekoek polynomials [21], [23]. Finally, for Hermite and Gegenbauer cases whenx = 0 (the symmetric case) we obtained the Hermite-Krall and Gegenbauer-Krall polyno-mials introduced in [6].The main data of the classical polynomials can be found in [17], [36], [39], for the monicpolynomials see, for instance, [5], [6].3.1 The Jacobi-Koornwinder polynomials.The Jacobi-Koornwinder orthogonal polynomials were introduced by T.H. Koornwinder [27].They can be obtained from the generalized Hahn polynomials introduced in [4] as a limitcase [5] and correspond to the case of adding two delta Dirac masses at the ends of theinterval of orthogonality of the classical Jacobi polynomials.De�nition 1 The Jacobi-Koornwinder orthogonal polynomials P�;�;A;Bn (x) are the polyno-mials orthogonal with respect to a linear functional U on IP de�ned as follows (A;B � 0; � >�1; � > �1)< U ; P > = Z 1�1 �(�+ � + 2)2�+�+1�(�+ 1)�(� + 1)(1�x)�(1+x)�P (x)dx+AP (1)+BP (�1): (10)Using the expression (9) and the properties of classical monic Jacobi Polynomials P�;�n (x)we obtain the following representation of P�;�;A;Bn (x) in terms of the classical Jacobi poly-nomials and their derivatives [5], [27]P�;�;A;Bn (x) = P�;�n (x) + �n;�;�A;B ddxP��1;�n (x)� �n;�;�B;A ddxP�;��1n (x); (11)where �n;�;�A;B = �AP�;�;A;Bn (�1)��;�n and �n;�;�B;A = �BPB;A;�;�n (�1)��;�n , P�;�;A;Bn (�1) andP�;�;A;Bn (1) are given byP�;�;A;Bn (�1) = ������ P�;�n (�1) BKerJ;�;�n�1 (�1; 1)P�;�n (1) 1 + BKerJ;�;�n�1 (1; 1) ������������ 1 +AKerJ;�;�n�1 (�1;�1) BKerJ;�;�n�1 (�1; 1)AKerJ;�;�n�1 (�1; 1) 1 +BKerJ;�;�n�1 (1; 1) ������ ; (12)and P�;�;A;Bn (1) = (�1)nP �;�;B;An (�1): (13)The kernel polynomials KerJn�1(x;�1) are given by6



KerJ;�;�n�1 (�1;�1) = �(� + n+ 1)�(�+ � + n+ 1)�(�+ 1)2n�1(n� 1)!�(� + 2)�(�+ n)�(�+ � + 2) ;KerJ;�;�n�1 (1; 1) = KerJ;�;�n�1 (�1;�1);KerJ;�;�n�1 (�1; 1) = (�1)n�1�(�+ � + n + 1)2n�1(n � 1)! ; (14)and ��;�n ; ��;�n denote the quantities��;�n = (�1)n�1�(2n+ �+ �)�(� + 1)2n�1n!�(�+ n)�(� + 1)�(�+ � + 2) ;��;�n = (�1)n�1�(2n+ �+ �)�(� + 1)2n�1n!�(� + n)�(�+ 1)�(�+ � + 2) ; (15)respectively.Also the following equivalent representation, similar to the representation obtained in [27]for the monic generalized polynomials, is validP�;�;A;Bn (x) = (1� nJn;�;�A;B � nJn;�;�B;A )P�;�n (x)++[Jn;�;�A;B (x� 1) + Jn;�;�B;A (1 + x)] ddxP�;�n (x); (16)where Jn;�;�A;B = �AP�;�;A;Bn (�1)~��;�n , Jn;�;�B;A = �BPB;A;�;�n (�1)~��;�n and ~��;�n ; ~��;�n denotethe quantities ~��;�n = � (�1)n�(2n+ �+ � + 1)�(�+ 1)2nn!�(�+ n+ 1)�(�+ � + 2) ;~��;�n = � (�1)n�(2n+ �+ � + 1)�(� + 1)2nn!�(� + n+ 1)�(�+ � + 2) : (17)From the above formula (16) we can obtain a lot of interesting properties, in particularthe hypergeometric representation of the new polynomials [27], the second order di�erentialequation [27], [20], [5] (see Appendix I) and the three-term recurrence relationxP�;�;A;Bn (x) = P�;�;A;Bn+1 (x) + �nP�;�;A;Bn (x) + 
nP�;�;A;Bn�1 (x); n � 0P�;�;A;B�1 (x) = 0; and P�;�;A;B0 (x) = 1; (18)which is a consequence of the orthogonality of the polynomials (10). The coe�cients �n canbe obtained equating the coe�cients of the xn power in (18). Then,�n = �2 � �2(2n+ �+ �)(2n + 2 + �+ �) + n(Jn;�;�A;B � Jn;�;�B;A ) � (n + 1)(Jn+1;�;�A;B � Jn+1;�;�B;A ):To obtain 
n we notice that P�;�;A;Bn (1) 6= 0 for all n � 0. Then, from (18)
n = (1� �n) P�;�;A;Bn (1)P�;�;A;Bn�1 (1) � P�;�;A;Bn+1 (1)P�;�;A;Bn�1 (1) :7



Also from (16) it is possible to obtain the ratio asymptotics P�;�;A;BnP�;�n . Firstly, we use theasymptotic formula for the �(x) function [1] to obtainJn;�;�A;B � � + 1n2 ; JB;An;�;� � �+ 1n2 :Then, the formulas for the ratio P�;�;A;BnP�;�n follow from the classical asymptotic formulasfor the ratio 1n P 0�;�n (cos �)P�;�n (cos �) in the interval � 2 ["; � � "], 0 < " << 1 or locally uniformly inIRn[�1; 1]. They are obtained as a simple consequence of the Darboux formula in � 2 ["; ��"],0 < " << 1 (see [39], Theorem 8.21.8, page 196) or the the Darboux formula in IRn[�1; 1](see [39], Theorem 8.21.7, page 196), respectively. From the above considerations we �ndP�;�;A;Bn (cos �)P�;�n (cos �) = 1� �+ � + 2n +� (cos � + 1)(�+ 1) + (cos � � 1)(� + 1)n ��� 2sin � tan [(n+ 12 (� + � + 1))� � 12 (�+ 12 )�] + o( 1n );and P�;�;A;Bn (z)P�;�n (z) = 1� �+ � + 2n + 2n �(z + 1)(�+ 1) + (z � 1)(� + 1)pz2 � 1 �+ o( 1n );valid in � 2 ["; � � "], 0 < " << 1 or the interval IRn[�1; 1], respectively. The last formulaholds uniformly in the exterior of an arbitrary closed curve which enclose the segment [�1; 1],moreover, if z 2 IR; z > 1, the right side expression is a real function of z.3.2 The Laguerre-Koekoek polynomials.The Laguerre-Koekoek orthogonal polynomials were introduced in [27] as a limit case ofthe Jacobi-Koornwinder polynomials and studied with more details in several works [21],[23], [25]. They also can be obtained as a limit case of the generalized Meixner polynomialsintroduced in [9], [2] using an appropiate limit transition [5].De�nition 2 The Laguerre-Koekoek orthogonal polynomials L�;An (x) are the polynomialsorthogonal with respect to a linear functional U on IP de�ned as follows< U ; P > = Z 10 1�(�+ 1)x�e�xP (x)dx+ AP (0); A � 0; � > �1: (19)Using the algorithm described before (see formula (8)) we �nd for the Laguerre-Koekoekpolynomials the following representation formula (see [5], [25] for more details)L�;An (x) = L�n(x) + �n ddxL�n(x); �n = A(�+ 1)nn!�1 +A (�+2)n�1(n�1)! � : (20)From (20) we can obtain a lot of properties, for example, the hypergeometric representationof the new polynomials [25], the second order di�erential equation [25] (see Appendix I) andthe three-term recurrence relation 8



xL�;An (x) = L�;An+1(x) + �nL�;An (x) + 
nL�;An�1(x); n � 0L�;A�1 (x) = 0; and L�;A0 (x) = 1; (21)which is a consequence of the orthogonality of the polynomials (19). The coe�cients �n and
n are given by formulas (L�;Ak (0) 6= 0 for all n � 0)�n = 2n+ �+ 1 + �n � �n+1; 
n = �n L�;An (0)L�;An�1(0) � L�;An+1(0)L�;An�1(0) :To obtain the ratio asymptotics L�;AnL�n we use the asymptotic formula for the �(x) function[1] to obtain �n � �+ 1n ;and then from (20) and by using the Perron Formula for the ratio 1pn (L�n)0(z)L�n(z) of the classicalLaguerre polynomials, z 2 ICn[0;1), (see [40], Eq. (4.2.6) page 133 or [39], Theorem 8.22.3)we �nd L�;An (z)L�n(z) = 1 + �+ 1pn z �1� 14p�n z (2�+ 1� z)�+ o�1n� :3.3 The Hermite-Krall polynomials.The Hermite-Krall polynomials were introduced in [6]. They can be obtained as a quadratictransformation of the Laguerre-Koekoek polynomials [6].De�nition 3 The generalized monic Hermite polynomials HAn (x) are the polynomials or-thogonal with respect to the linear functional U on IP de�ned as follows< U ; P > = Z 1�1 e�x2P (x)dx+ AP (0); A � 0: (22)Again, from formula (8) after some straightforward calculations we obtain that the Hermite-Krall polynomials HAn (x) admit the following representations in terms of the classical poly-nomials HA2m�1(x) = H2m�1(x); n = 2m� 1; m = 1; 2; :::;2xHA2m(x) = 2xH2m(x) +Bm ddxH2m(x); n = 2m; m = 0; 1; 2; ::: (23)Bm = A�1 + A2�(m+ 12 )��(m) � �(m+ 12 )�m! :Notice that the odd polynomials coincide with the classical ones. They are quadratic trans-formations of the Laguerre-Koekoek polynomials [6]HA2m�1(x) = xL 12m�1(x2); n = 2m � 1; m = 1; 2; 3; :::HA2m(x) = L� 12 ;Am (x2) = L� 12m (x2) + Bm ddx2L� 12m (x2); n = 2m; m = 0; 1; 2; ::: (24)9



Notice that from the above formula the connection with the Laguerre-Koekoek polynomialsfollows. Again from the above representation we can obtain the hypergeometric represen-tation [6], the second order di�erential equation [6] (see Appendix I) and the three-termrecurrence relationxHAn (x) = HAn+1(x) + �nHAn (x) + 
nPAn�1(x); n � 0HA�1(x) = 0 and HA0 (x) = 1: (25)which is a consequence of the orthogonality. The coe�cient �n is always equal to zero sincethe functional U is symmetric. For the coe�cients 
n we have [6]
2m = m(1 +Bm); n = 2m; m = 0; 1; 2; :::
2m�1 = (2m� 1)2 1 + 2A� �(m�12 )�(m�1)1 + 2A� �(m+ 12 )�(m) ; n = 2m� 1; m = 1; 2; 3; ::: (26)For the asymptotic formula we have Bm � 12m:Then, for m large enoughHA2m(z)H2m(z) = 1� 12pm iz �1� izpm�+ o� 1m� ; z 2 ICnIR; (27)which is a consequence of (24) and the ratio asymptotics of the Laguerre-Koekoek polyno-mials.3.4 The Gegenbauer-Krall polynomials.The Gegenbauer-Krall polynomials were introduced in [6]. They can be obtained as aquadratic transformation of the Jacobi-Koornwinder polynomials [6].De�nition 4 The generalized monic Gegenbauer polynomials G�;An (x) are the polynomialsorthogonal with respect to the linear functional U on IP de�ned as follows< U ; P > = Z 1�1(1� x2)�� 12P (x)dx+ AP (0); A � 0; � > � 12 : (28)From formula (8) after some straightforward calculations we obtain that the generalizedGegenbauer polynomials G�;An (x) have the following representation in terms of the classicalones2mG�;A2m+1(x) = 2mG�2m+1(x) n = 2m� 1; m = 0; 1; 2; :::2xG�;A2m (x) = 2x(1 +mWAm )G�2m(x) +WAm(1� x2) ddxG�2m(x) n = 2m; m = 0; 1; 2; :::(29)WAm = A�1 +A 2�(m+ 12 )�(m+�)� (m�1)!�(m+�� 12 )� �(m+ 12 )�(m + �)�m!�(m + � + 12 ) :10



Notice that, like in the previous case, the odd polynomials coincide with the classical ones.They are a quadratic transformation of the Jacobi-Koornwinder polynomials [6]G�;A2m (x) = 2�mP��12 ;�12 ;2�A;0m (2x2 � 1); m = 0; 1; 2; :::G�;A2m+1(x) = 2�mxP ��12 ; 12 ;m (2x2 � 1); m = 0; 1; 2; ::: ; (30)The above formula represents the connection with the Jacobi-Koornwinder polynomials.Again from the above representations we can obtain the hypergeometric representation [6],the second order di�erential equation (see Appendix I), and the three-term recurrence rela-tion xG�;An (x) = G�;An+1(x) + �nG�;An (x) + 
nG�;An�1(x);G�;A�1 (x) = 0 and G�;A0 (x) = 1: (31)where the coe�cients �n = 0 and the 
n are given by
2m = m(2m + 2�� 1)2(2m+ �)(2m + �� 1) �1 +WAm(m + �)� ; n = 2m m = 0; 1; 2; :::
2m�1 = (2m�1)(m+��1)2(2m+��1) 1+A 2�(m� 12 )�(m+��1)� (m�2)!�(m+�� 32 )1+A 2�(m+ 12 )�(m+�)� (m�1)!�(m+�� 12 ) ; n = 2m� 1; m = 1; 2; 3; ::: (32)Finally, for the asymptotic formulas we haveWAm � 12m2 :Then, we obtain for the generalized Gegenbauer polynomials the following asymptotic for-mula valid for � 2 ["; �2 � "]S[�2 + "; � � "] ( 0 < " << 1 )G�;A2m (cos �)G�2m(cos �) = 1 + 2m �14 + sin �cos � � sin(2m� + �� � 12��)cos(2m� + �� � 12��)��+ o� 1m� ; (33)which is a simple consequence of the Darboux formula in � 2 ["; �� "], 0 < " << 1 (see [39],Theorem 8.21.8, page 196).For x = cos �2 = 0 we can use the expressionG�;A2m (0) = G�2m(0)1 + A n�1Xk=0 �G�2m(0)dGn �2 ;where dGn is the norm of the Gegenbauer polynomials, which yieldsG�;A2m (0)G�2m(0) = �2Am +O� 1m2� :For the ratio asymptotics o� the interval of orthogonality we �ndG�;A2m (z)G�2m(z) = 1 + 2m  14 �r1� 1z2!+ o� 1m� ; (34)11



which holds uniformly in the exterior of an arbitrary closed curve which enclose the segment[�1; 1]. The last expression is a consequence of the Darboux formula in IRn[�1; 1] (see [39],Theorem 8.21.7, page 196).4 The Distribution of zeros: the moments �r and theWKB density.In this section we will study the distribution of zeros of the Jacobi-Koornwinder, Laguerre-Koekoek, Hermite-Krall and Gegenbauer-Krall polynomials. We will use a general methodpresented in [12] for the moments of low order and the WKB approximation [8], [42], [43]in order to obtain an approximation to the density of the distribution of zeros.First of all we point out that, since our polynomials are orthogonal with respect to a positivede�nite functional all their zeros are real, simple and located in the interior of the intervalof orthogonality. This is a necessary condition in order to apply the next algorithms.4.1 The moments of the distribution of zeros.The method presented in [12] allows us to compute the moments �r of the distribution ofzeros �n(x) around the origin, i.e.,�r = 1nyr = 1n nXi=1 xrn;i; �n = 1n nXi=1 �(x� xn;i):Buend��a, Dehesa and G�alvez [12] have obtained a general formula to �nd these quantities (see[12], Section II, Eq.(11) and (13), page 226). We will apply these two formulas to obtain thegeneral expression for the moments �1 and �2, but �rstly, let us to introduce some notations.We will rewrite the SODE that such polynomials satisfy~�n(x) d2dx2 ~Pn(x) + ~�n(x) ddx ~Pn(x) + ~�n(x) ~Pn(x) = 0where now~�n(x) = c2Xk=0 a(2)k xk; ~�n(x) = c1Xk=0a(1)k xk; ~�n(x) = c0Xk=0a(0)k xk; (35)and c2; c1; c0 are the degrees of the polynomials ~�n(x), ~�n(x) and ~�n(x), respectively. Herethe values a(i)j can be found from (54) in a straightforward way. Let �0 = 1 and q =maxfc2 � 2; c1 � 1; c0g. Then from [12], (Section II, Eq.(11) and (13), page 226)�1 = y1; �2 = y21 � y22 ; (36)and �s = � sXm=1(�1)m�s�m 2Xi=0 (n� s +m)!(n� s +m� i)!a(i)i+q�m2Xi=0 (n� s)!(n� s � i)!a(i)i+q : (37)12



In general �k = (�1)kk! Yk(�y1;�y2;�2y3; :::;�(k�1)!kn) where Yk-symbols denote the wellknown Bell polynomials in number theory [38].Let us now to apply these general formulas to obtain the �rst two central moments �1and �2 of our polynomials. Equation (37) give the following values.4.1.1 Jacobi-Koornwinder polynomials P�;�;A;Bn (x).�1 = n ���+ � + 2�Jn;�;�A;B � 2 � Jn;�;�B;A + 2 Jn;�;�A;B n� 2 Jn;�;�B;A n��+ � + 2n :Then, �1 = ��+ � + 2�Jn;�;�A;B � 2 � Jn;�;�B;A + 2 Jn;�;�A;B n� 2 Jn;�;�B;A n�+ � + 2n :For the moments of second order �2 the expression can be found by straightforward butcumbersome calculation and we will not give explicitly. The asymptotic behavior of themoment �1 is �1 � �� �2 +O( 1n )As particular cases we will consider the Legendre-Koornwinder polynomials P 0;0;A;Bn (x)and the Gegenbauer-Koornwinder polynomials G�;A;Bn (x) � P �;�;A;B;n . For the �rst onesP 0;0;A;Bn (x) we have �1 = �Jn;0;0A;B + Jn;0;0B;A ;�2 = 12 n� 1 ( � 1 + 2 Jn;0;0A;B + 2 Jn;0;0B;A + n � 2 Jn;0;0A;B n � Jn;0;0A;B 2 n � 2Jn;0;0B;A n++2Jn;0;0A;B Jn;0;0B;A n � Jn;0;0B;A 2 n+ 2Jn;0;0A;B 2 n2 � 4Jn;0;0A;B Jn;0;0B;A n2 + 2 Jn;0;0B;A 2 n2 ) ;and for Gegenbauer-Koornwinder polynomials�1 = �Jn;�;�A;B + Jn;�;�B;A ;�2 = 12 n + 2� � 1 ( � 1 + 2 Jn;�;�A;B + 2 Jn;�;�B;A + n � 2Jn;�;�A;B n � Jn;�;�A;B 2 n��2Jn;�;�B;A n2 Jn;�;�A;B Jn;�;�B;A n � Jn;�;�B;A 2 n+ 2Jn;�;�A;B 2 n2 � 4 Jn;�;�A;B Jn;�;�B;A n2++2Jn;�;�B;A 2 n2 + 2 Jn;�;�A;B 2 n � � 4Jn;�;�A;B Jn;�;�B;A n� + 2 Jn;�;�B;A 2 n � ) :Notice that in both cases if A = B, Jn;�;�A;B � Jn;�;�A;A = Jn;�;�B;A and then, �1 = 0.4.1.2 Laguerre-Koekoek polynomials L�;An (x).�1 = n (�� �n + n) ; �2 = (1� n) (1� �+ 2�n � n) n (�+ n)2 :Then, �1 = �� �n + n;�2 = �� + �2 � 2��n � n+ 3�n� 2�n n + �n2 n+ 2n2:The asymptotic behavior of the moments are�1 � n+O(1) and �2 � 2n2 + O(n):13



4.1.3 Hermite-Krall polynomials HAn (x).� If n = 2m, m = 0; 1; 2; :::, then�1 = 0; �2 = (1 + 2Bn � 2m) m2 ;and the moments are �1 = 0; �2 = (2m� 1� 2Bm)2 :� If n = 2m� 1, m = 1; 2; :::, then, HA2m�1(x) � H2m�1(x)�1 = 0; �2 = (1�m) m;and the moments are �1 = 0; �2 = (m � 1):The asymptotic behavior of these two moments in both cases is�1 = 0 and �2 � n2 + O(n):4.1.4 Gegenbauer polynomials G�;An (x).� If n = 2m, m = 0; 1; 2; :::, then�1 = 0; �2 = m ��1 + 2m+Wm � n2Wm � 2�Wm�2 (�1 + 2m+ �) (�1 + 2mWm) ;and the moments are�1 = 0; �2 = 1� 2m �Wm + 4m2Wm + 2�Wm2 (�1 + 2m+ �) (�1 + 2mWm) :� If n = 2m� 1, m = 1; 2; :::, then, G�;A2m�1(x) � G2m�1�(x)�1 = 0; �2 = 2m (2� 2m)4 (�2 + 2m + �) ;and the moments are �1 = 0; �2 = 2m� 12 (2m� 2 + �) :The asymptotic behavior of these two moments in both cases is�1 = 0 and �2 � 12 +O(n�1):Notice that equation (37) and relation �k = (�1)kk! Yk(�y1;�y2;�2y3; :::;�(k� 1)!yk) pro-vide us a general method to obtain all the moments �r = 1nyr , but it is hightly non-linearand cumbersome. This is a reason why it is useful only for the moments of low order.14



4.2 The WKB density of the distribution of zeros.Next, we will analyze the so-called semiclassical or WKB approximation of the distributionof zeros (see [8],[42], [43] and references contained therein). Denoting the zeros of ~Pn(x) byfxn;kgnk=1 we can de�ne its distribution function as�n(x) = 1n nXk=1 �(x� xn;k): (38)We will follow the method presented in [42] in order to obtain the WKB density of zeros,which is an approximate expression for the density of zeros of solutions of any second orderlinear di�erential equation with polynomial coe�cientsa2(x)y00 + a1(x)y0 + a0(x)y = 0 (39)The main result is established in the followingTheorem 1 Let S(x) and �(x) be the functionsS(x) = 14a22f2a2(2a0 � a01) + a1(2a02 � a1)g; (40)�(x) = 14[S(x)]2 �5[S0(x)]24[S(x)] � S00(x)� = P (x; n)Q(x; n) ; (41)where P (x; n) and Q(x; n) are polynomials in x as well as in n. If the condition �(x) << 1holds, then, the semiclassical or WKB density of zeros of the solutions of (39) is given by�WKB (x) = 1�pS(x); x 2 I � IR; (42)in every interval I where the function S(x) is positive.The proof of this Theorem can be found in [8], [42].Now we can apply this result to our di�erential equation (53)-(54). Using the coe�cients ofthe equation (53)-(54) we obtain that in all cases under consideration we have for su�cientlylarge n, �(x) � n�1. Then, from the above Theorem the corresponding WKB density ofzeros of the polynomials ~Pn(x) follows. The computations are very long and cumbersome.For this reason we write a little program using Mathematica [41] and provide here onlysome special cases and some graphics representation for the �WKB(x) function.4.2.1 Jacobi-Koornwinder polynomials P�;�;A;Bn (x).In this case the explicit expression of �wkb(x) is very large and cumbersome, so we will providesome particular cases. If we take the limit A ! 0; B ! 0 in the obtained expression werecover the classical expression [42], [43]�wkbclas(x) = pR(x)2� (1� x2) ;R(x) = 4 + 2�� �2 + 2 � + 2�� � �2 + 4m+ 4�m+ 4 �m+ 4m2 � 2�2 x+ 2�2 x��2�x2 � �2 x2 � 2� x2 � 2�� x2 � �2 x2 � 4mx2 � 4�mx2 � 4�mx2 � 4m2 x2;For the particular case � = � = 0, i.e., Legendre-Koornwinder polynomials we �nd15



��=0;�=0wkb (x) = p(1 +m +m2 �mx2 �m2 x2)� (1� x2) :Again, taking the limit limn!1 1n��=0;�=0wkb (x), we �nd the known expression for the classicalLegendre polynomials [42] �(x) = 1�p1� x2 :
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Figure 1: WKB density of zeros of PA;B;�;�n (x).In Figure 1 we represent the WKB density of zeros for the Legendre-Koornwinder andGegenbauer-Koornwinder (with � = � = 5) polynomials. We have plotted the Densityfunction for di�erent values of n (from top to bottom) n = 106; 105; 104. Notice that thevalue of the mass doesn't play a crucial role, since for n >> 1 Jn;�;�A;B � �+1n ; Jn;�;�B;A � �+1n ,independently of the values of the masses A and B.4.2.2 Laguerre-Koekoek polynomials L�;An (x).Again the explicit expression of �wkb(x) is very large and cumbersome. Firstly we canconvince ourselves that using (42) and taking the limit when A! 0 we �nd�wkbclas(x) = p(1� �2 + 2x+ 2�x+ 4mx� x2)2� x :which coincides with the classical expression [42], [43]. If we now consider the special case� = 0 we obtain ��=0wkb (x) = pR(x)2� x2 ���n + �n2 n+ x+ �n x� ;where R(x) = x2 �2�n � 2�n 2 n � 5x� 4�n x� �n 2 n x� x2 � �n x2� �� �2�n � 2�n 2 n � x� 2�n x+ �n 2 nx+ x2 + �n x2�++2x2 ���n + �n 2 n+ x+ �n x��� ( 2�n � 2�n 2 n� 2x� 4�n x� 4�n n x+ 2�n 2 n2 x+ 3 x2++3�n x2 + 2n x2 + 2�n nx2 ) :16
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350Figure 2: WKB density of zeros of L0;An (x).In Figure 2 we represent the WKB density of zeros for the Laguerre-Koekoek polynomialswith � = 0. We have plotted the density function for di�erent values of n (from top tobottom) n = 105; 5� 104; 104; 103. Notice that the value of the mass doesn't play a crucialrole, since for n >> 1 �n � (�+1)n , independently of A .4.2.3 Hermite-Krall polynomials HA2m(x).We will analyze only the polynomials of even degree, i.e., ~P2m(x). In this case from (40)and (42) �wkbclas(x) = pR(x)(�Bm + 2B2mm + 2x2 + 2Bm x2) ;R(x) = �6Bm � 3B2m + 24B2mm + 8B3mm � 32B3mm2 � 4B4mm2 + 16B4mm3��8Bm x2 � 9B2m x2 � 32Bmmx2 � �32B2mmx2 + 4B3mmx2++32B2mm2 x2 + 32B3mm2 x2 � 4B4mm2 x2 + 4x4 + 12Bm x4 � 8B2m x4++16mx4 + 32Bmmx4 + 8B2mmx4 � 8B3mmx4 � 4x6 � 8Bm x6 � 4B2m x6:If we take the limit A! 0, again we recover the classical expression [42], [43]��wkb(x) = p1 + 4m� x2� :
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Figure 4: WKB density of zeros of the G�;An (x).classical expression [42], [43]��wkb(x) = p2 + 16m2 + 4�+ 16m�+ x2 � 16m2 x2 � 16m�x2 � 4 �2 x22�(1� x2) :In Figure 4 we represent the WKB density of zeros for our generalized Gegenbauer poly-nomials. Notice that the value of the mass doesn't play a crucial role, since for n >> 1,Wm � 12m2 , independently of A. We have plotted the Density function for di�erent val-ues of the degree of the polynomials (from top to bottom) n = 2 � 104; 1:5� 104; 104; 103for two di�erent cases: the generalized Legendre polynomials (� = 12 ) and the generalizedGegenbauer with � = 5.5 Other interesting examples.In this section we will give some other examples of families of Krall-type orthogonal poly-nomials, obtained using quadratic transformations of the variable of a given sequence oforthogonal polynomials. These examples can be obtained as an application of the followingtheorem [33].Theorem 2 Let fPngn�0 be a monic orthogonal polynomial sequence (MOPS) with respectto some uniquely determined distribution function �(x) and let [�; �] be the true interval oforthogonality of fPngn�0, with �1 < � < � � +1. Let a and � be �xed real numbers,T (x) � (x � a)(x � b) + c a real polynomial of degree two and put � = (b � a)2 � 4c. LetfQngn�0 be a sequence of polynomials such thatQ2(a) = �; Q2n+1(x) = (x� a)Pn(T (x))for all n = 0; 1; 2; : : :. Assume that one of the following conditions hold(i) c � � + �(ii) c � �; �1 < limn!+1 Pn(�)P (1)n�1(�) � A � � � B � Pn(�)P (1)n�1(�) ;where B � +1 if � = +1 and fP (1)n gn�0 denotes the sequence of the associated polynomialsof the �rst kind [14] corresponding to fPngn�0. Then, fQngn�0 is a MOPS with respect to18



a positive de�nite linear functional if and only if� < 0; Q2n(x) = Pn(T (x)) � an(�; c)an�1(�; c)Pn�1(T (x))hold for all n = 0; 1; 2; : : : and an(�; c) = Pn(c) � �P (1)n�1(c) :In these conditions, fQngn�0 is orthogonal with respect to the uniquely determined distribu-tion function ~�(x) de�ned asd~� =M�(x� a)� �jx� aj d�(T (x))T 0(x) ; r < ����x� a + b2 ���� < swhere M = �0 + �F (c;�) � 0 ; r =r� + �4 ; s =r� + �4 ;F (z;�) = Z 1�1 d�(t)t� z is the Stieltjes functions associated to the distribution function � and�0 = Z 1�1 d�P (x).5.1 Generalized Hermite polynomials with a mass at x = 0.Let fL�ngn�0 be the sequence of the monic classical Laguerre polynomials which are orthog-onal with respect to the weight function w(x) = x�e�x; x 2 [0;1); � > �1: If � > 0, itfollows from the last theorem [33] that, for each � such that �� < � < 0, the sequence ofmonic polynomials de�ned byQ2n+1(x) = xL�n(x2); Q2n(x) = L�n(x2)� anan�1L�n�1(x2);where an = L�n(0)� � �L�n�1�(1) (0); n = 0; 1; 2; : : : ;and �L�n�1�(1) denotes the associated polynomials of the �rst kind of the Laguerre polyno-mials is orthogonal with respect to the measured�(x) = �(�+ 1)�1 + ��� �0(x)dx� �jxj2��1e�x2dx; x 2 (�1;1) :Choosing � = ��we have that, up to a constant factor, d�(x) = jxj2�e�x2dx, with � = ��12 .Hence fQngn�0 is the sequence of the monic generalized Hermite polynomials Qn � H(�)n ,� > �12 (cf. [14], page 157). However, if we choose � such that �� < � < 0, then onecan see that there is always a mass point, located at x = 0. This example generalizes theHermite-Krall polynomials considered before.19



5.2 A �nite 2-periodic Jacobi matrix.Let Bn be a tridiagonal 2-Toeplitz matrix, which has the general formBn = 266666664 a1 b1 0 0 0 : : :c1 a2 b2 0 0 : : :0 c2 a1 b1 0 : : :0 0 c1 a2 b2 : : :0 0 0 c2 a1 : : :... ... ... ... ... . . . 377777775 2 C(n;n) (43)where we assume that b1, b2, c1 and c2 are positive numbers. This special matrix has beenstudied in [19] and also in [32].Since bi > 0 and ci > 0 for i = 1; 2 then there exists an OPS, fSngn�0 , such that Bn isthe corresponding Jacobi matrix of order n. Let fQngn�0 be the corresponding monic OPS.Then Q2n(x) = (b1b2)nS2n(x) ; Q2n+1(x) = b1(b1b2)nS2n+1(x) :Moreover, according to [32], fQngn�0 can be obtained by a quadratic polynomial mappingon a linear transformation of the monic Chebyshev polynomials of second kind fUng. Infact, putting T (x) = (x� a1)(x� a2); � = 2pb1b2c1c2; � = b1c1 + b2c2;we have Q2n+1(x) = (x� a1)Pn(T (x)); Q2n(x) = Rn(T (x));where Pn(x) = �nUn�x� �� � ; Rn(x) = Pn(x) + b2c2Pn�1(x)for all n = 0; 1; 2; : : :. Notice that Pn is orthogonal with respect to the distribution function�P (x) = �U �x� �� � ; supp(�P ) = [� � �; � + �] ;where �U is the distribution function of the Chebyshev polynomials [17], [39] so thatd�P (x) = 2��2p�2 � (x� �)2 dx :From [33] the Stieltjes function of fQngn�0 isFQ(z) = Ma1 � z + b1c1z � a1 [FP (T (z)) � FP (0)]; (44)where FP denotes the Stieltjes function associated with �P , M = �0 � b1c1FP (0) and �0 isthe �rst moment of �P . Clearly, �0 = R �+���� d�P (x) = 1. Furthermore, using the Stieltjesfunction FU of the Chebyshev polynomials [40] (page 176)FP (z) = 1�FU �z � �� � = �2�2 �z � � �p(z � �)2 � �2� ;where the square root is such that jz��+p(z � �)2 � �2j > � whenever z 62 [���; �+�].Since 0 62 [� � �; � + �] for b1c1 6= b2c2 (this is no restriction, because the case b1c1 = b2c220



corresponds to constant values along the diagonal of the corresponding Jacobi matrix),elementary computations give FP (0) = minfb1c1; b2c2g=b1c1b2c2. HenceM = 1� minfb1c1; b2c2gb2c2 :It turns out from (44) that the Stieltjes function of fQngn�0 reads asFQ(z) = Ma1 � z � 1�b2c2 1z � a1 �12 �T (z) � � �p(T (z) � �)2 � �2�+minfb1c1; b2c2g� :From this we �nd (see [33]) that fQngn�0 is orthogonal with respect to the distributionfunctiond�Q(x) = M�(x� a1) + b1c1jx� a1jd�P (T (x))= M�(x� a1) + 12� b2c2 1jx� a1jp4b1b2c1c2 � (T (x)� b1c1 � b2c2)2 dx ;the support being the union of two intervals if M = 0 and the union of two intervals with asingular point if M > 0 eithersupp(�Q) = T�1(supp(�P )) if b1c1 � b2c2 ;or supp(�Q) = T�1(supp(�P )) [ fa1g if b1c1 > b2c2 :We notice thatT�1(supp(�P )) = T�1([� � �; � + �])= [a1 + a22 � s; a1 + a22 � r][ [a1 + a22 + r; a1 + a22 + s] ;wherer =  ���pb1c1 �pb2c2���2 + ����a1 � a22 ����2!1=2 ; s =  ���pb1c1 +pb2c2���2 + ����a1 � a22 ����2!1=2 :As we can see, for the case when b1c1 > b2c2 a set of polynomials orthogonal with respectto a weight function, of the form �(x) + �(x � x0) where �(x) is a continuous function, i.e.,a Krall-type weight function appears in a very natural way.WKB Approximation for the distribution of eigenvalues of a tridiagonal two-periodic symmetric matrix.To conclude this work let us to consider an special case of a symmetric n� n matrix [7]Hm = 0BBB@ a c 0 0 0 : : :c b d 0 0 : : :0 d a c 0 : : :... ... ... ... ... . . . 1CCCA : (45)For this matrix we will obtain the density of the distribution of eigenvalues, i.e., the WKBdensity of the corresponding sequence of orthogonal polynomials which are, in general, of the21



Krall-type. Here we want to point out that in the odd case (m = 2n+ 1) the correspondingpolynomials are Q2n+1(x) = (x � a)Pn(T (x)), so we can consider only the distribution ofzeros of Pn, since for any n, x = a is always a zero of the polynomial and then an eigenvalueof H2n. Furthermore, Pn(T (x)) is a quadratic modi�cation of the Chebyshev polynomialsUn(x) and then they satisfy a SODE which follows from the classical ones(1� x2)U 00n (x) � 3xU 0n(x) + n(n+ 2)Un(x) = 0; (46)just providing the change x $ T (x). In fact we have that Pn(T (x)) satis�es a SODE (39)with the coe�cientsp(x) = �4 c2 d2 � �� (a b) + c2 + d2 + a x+ b x� x2�2�q(x) = 3 (�a � b+ 2x) �� (a b) + c2 + d2 + a x+ b x� x2���2 �4 c2 d2 � �� (a b) + c2 + d2 + a x+ b x� x2�2�r(x) = n (2 + n) (�a� b+ 2x)2 (47)For the even case the situation is more complicated since we need to calculate the SODE forthe Rn(T (x)) polynomials. Using the symbolic program Mathematica [41], as well as thepackage PowerSeries developed by Koepf [26] we obtain for the Rn(x) polynomials a SODE(39) with coe�cientsp(x) = �1 + n+ c4 n+ c2 x+ 2 c2 nx� ��1 + x2�q(x) = c2 + 2 c2 n+ 3x+ 3nx+ 3 c4 nx+ 2 c2 x2 + 4 c2 nx2r(x) = �2n+ c4 n� 3n2 � n3 � c4 n3 � c2 nx� 3 c2 n2 x� 2 c2 n3 x (48)The change of variables x$ T (x) (T (x) = (x� a)(x � b)) in the previous SODE yields~p(x)Q002n(x) + ~q(x)Q02n(x) + ~r(x)Q2n(x) = 0;where the coe�cients are given by~p(x) = 4c2d2T 00(x)p�T (x)�a2�b22cd � ;~q(x) = 2cdT 0(x)2q �T (x)�a2�b22cd �� 8c2d2p�T (x)�a2�b22cd � ;~r(x) = T 0(x)3r �T (x)�a2�b22cd � : (49)Substituting (47), (49) in (42) we can �nd the WKB density of the eigenvalues of theHamiltonian matrix Bn. An straightforward calculations show us that the conditions of theTheorem 1 are satis�ed if n >> 1. The expression for the �WKB (x), in both cases, is tolarge and we will only show the typical behaviour of the WKB density (see �gure 5).As we can see in �gure 5 we have that all eigenvalues are located inside the support of themeasure ecxept the one equal to a in the odd case. In the picture the values a = 1; b =2; c = 3 and d = 4 are used (from top to bottom n = 10000; 5000; 1000;100).22
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Figure 5: WKB Density of the Distribution of the eigenvalues of the symmetric matrix H.Appendix I: The second order di�erential equation for the Krallpolynomials.In this section we give a general algorithm to obtain the second order di�erential equation(SODE) which satisfy the considered Krall polynomials, denoted here by ~Pn(x), i.e., theJacobi-Koornwinder, the Laguerre-Koekoek, the Hermite-Krall and Gegenbauer-Krall poly-nomials. The main fact that we will use is such that all of them can be represented in termsof the classical families fPng in the formq(x) ~Pn(x) = a(x)Pn(x) + b(x)P 0n(x); (50)where q; a; b are polynomials in x and some function on n (see formulas (16), (20), (23) and(29)). In the next table are represented q; a; b for each of the families f ~Png~Pn(x) q(x) a(x) b(x)P�;�;A;Bn (x) 1 1� nJn;�;�A;B � nJn;�;�B;A Jn;�;�A;B (x� 1) + Jn;�;�B;A (1 + x)L�;An (x) 1 1 �nHA2m(x) 2x 2x BmG�;A2m (x) 2x 2x(1 +mWAm ) WAm(1� x2)It is known that the classical polynomials satisfy a certain SODE of hypergeometric type[36], [39] of the form �(x) d2dx2Pn(x) + � (x) ddxPn(x) + �Pn(x) = 0; (51)23



where degree (�) � 2; degree (� ) � 1; degree (�) = 0. Now if we take derivatives in (50) anduse the SODE (51) we can obtain formulas similar to (50) but for the derivatives ~P 0n(x) and~P 00n (x) r(x) ~P 0n(x) = c(x)Pn(x) + d(x)P 0n(x);s(x) ~P 00n (x) = e(x)Pn(x) + f(x)P 0n(x);where r; s; c; d; e; f are some functions of �(x), � (x), �, q(x) a(x) and b(x) depending on xand n (they are polynomials in x of bounded degree). The above two expressions and (50)lead to the condition ������ q(x) ~Pn(x) a(x) b(x)r(x) ~P 0n(x) c(x) d(x)s(x) ~P 00n (x) e(x) f(x) ������ = 0 : (52)Expanding the determinant in (52) by the �rst column, we �nd~�n(x) d2dx2 ~Pn(x) + ~�n(x) ddx ~Pn(x) + ~�n(x) ~Pn(x) = 0; (53)where ~�n(x) = s(x) [a(x)d(x)� c(x)b(x)] ;~�n(x) = r(x)[e(x)b(x)� a(x)f(x)];~�n(x) = q(x)[c(x)f(x) � e(x)d(x)]: (54)In some cases the coe�cients can be simpli�ed by some factor and the equation (53) becomesmore simple. To conclude this section we will provide the SODE for the four considered poly-nomials. We want to remark that in order to obtain the explicit formulas of the coe�cientsof the SODE (54) we have used the symbolic package Mathematica [41].Jacobi-Koornwinder polynomials.The existence of this SODE was proved by Koornwinder [27] and the coe�cients werecalculated explicitly in [20] and [5]. Using (54) we �nd~�n(x) = �1� x2� ( 1 + Jn;�;�A;B � �Jn;�;�A;B + � Jn;�;�A;B + Jn;�;�B;A + �Jn;�;�B;A � � Jn;�;�B;A � 2Jn;�;�A;B n++2�Jn;�;�A;B 2 n� 2Jn;�;�B;A n� 4Jn;�;�A;B Jn;�;�B;A n� 2�Jn;�;�A;B Jn;�;�B;A n� 2� Jn;�;�A;B Jn;�;�B;A n++2� Jn;�;�B;A 2 n+ 2 Jn;�;�A;B 2 n2 + 2Jn;�;�B;A 2 n2 � 2Jn;�;�A;B x� 2� Jn;�;�A;B x + 2Jn;�;�B;A x+ 2�Jn;�;�B;A x��2�Jn;�;�A;B 2 nx � 2�Jn;�;�A;B Jn;�;�B;A nx+ 2 � Jn;�;�A;B Jn;�;�B;A nx+ 2 � Jn;�;�B;A 2 nx� 2Jn;�;�A;B 2 n2 x++2Jn;�;�B;A 2 n2 x� x2 + Jn;�;�A;B x2 + �Jn;�;�A;B x2 + � Jn;�;�A;B x2 + Jn;�;�B;A x2 + �Jn;�;�B;A x2 + � Jn;�;�B;A x2+ + 2Jn;�;�A;B nx2 + 2Jn;�;�B;A n x2 )
24



~�n(x) =��+ � + 2 Jn;�;�A;B � �Jn;�;�A;B + �2 Jn;�;�A;B + 3 � Jn;�;�A;B � 2�� Jn;�;�A;B + �2 Jn;�;�A;B � 2Jn;�;�B;A ��3�Jn;�;�B;A � �2 Jn;�;�B;A + � Jn;�;�B;A + 2�� Jn;�;�B;A � �2 Jn;�;�B;A + 2�Jn;�;�A;B n� 2� Jn;�;�A;B n++2�Jn;�;�A;B 2 n� 2�2 Jn;�;�A;B 2 n+ 2�� Jn;�;�A;B 2 n+ 2�Jn;�;�B;A n� 2� Jn;�;�B;A n+ 6�Jn;�;�A;B Jn;�;�B;A n++2�2 Jn;�;�A;B Jn;�;�B;A n� 6� Jn;�;�A;B Jn;�;�B;A n� 2�2 Jn;�;�A;B Jn;�;�B;A n� 2� Jn;�;�B;A 2 n� 2�� Jn;�;�B;A 2 n++2 �2 Jn;�;�B;A 2 n+ 2Jn;�;�A;B 2 n2 � 2�Jn;�;�A;B 2 n2 + 2� Jn;�;�A;B 2 n2 � 2Jn;�;�B;A 2 n2 � 2�Jn;�;�B;A 2 n2++2 � Jn;�;�B;A 2 n2 � 2x� �x� � x� 6Jn;�;�A;B x+ 3�Jn;�;�A;B x + �2 Jn;�;�A;B x� 9� Jn;�;�A;B x + 2�� Jn;�;�A;B x��3�2 Jn;�;�A;B x � 6Jn;�;�B;A x� 9�Jn;�;�B;A x� 3�2 Jn;�;�B;A x + 3� Jn;�;�B;A x + 2�� Jn;�;�B;A x+ �2 Jn;�;�B;A x++4 Jn;�;�A;B nx+ 2�Jn;�;�A;B nx + 2� Jn;�;�A;B nx� 8�Jn;�;�A;B 2 nx � 4�� Jn;�;�A;B 2 n x+ 4Jn;�;�B;A nx++2�Jn;�;�B;A nx+ 2 � Jn;�;�B;A nx + 16Jn;�;�A;B Jn;�;�B;A nx+ 12�Jn;�;�A;B Jn;�;�B;A nx+ 4�2 Jn;�;�A;B Jn;�;�B;A nx++12 � Jn;�;�A;B Jn;�;�B;A nx+ 4 �2 Jn;�;�A;B Jn;�;�B;A nx � 8� Jn;�;�B;A 2 nx � 4�� Jn;�;�B;A 2 nx� 8Jn;�;�A;B 2 n2 x��4� Jn;�;�A;B 2 n2 x� 8Jn;�;�B;A 2 n2 x � 4�Jn;�;�B;A 2 n2 x+ �x2 � � x2 + 6Jn;�;�A;B x2 + �Jn;�;�A;B x2���2 Jn;�;�A;B x2 + 9� Jn;�;�A;B x2 + 2�� Jn;�;�A;B x2 + 3 �2 Jn;�;�A;B x2 � 6Jn;�;�B;A x2 � 9�Jn;�;�B;A x2��3�2 Jn;�;�B;A x2 � � Jn;�;�B;A x2 � 2�� Jn;�;�B;A x2 + �2 Jn;�;�B;A x2 � 2�Jn;�;�A;B n x2 + 2 � Jn;�;�A;B nx2++6�Jn;�;�A;B 2 nx2 + 2�2 Jn;�;�A;B 2 nx2 + 2�� Jn;�;�A;B 2 nx2 � 2�Jn;�;�B;A n x2 + 2� Jn;�;�B;A nx2++6�Jn;�;�A;B Jn;�;�B;A n x2 + 2�2 Jn;�;�A;B Jn;�;�B;A nx2 � 6� Jn;�;�A;B Jn;�;�B;A nx2 � 2 �2 Jn;�;�A;B Jn;�;�B;A nx2��6� Jn;�;�B;A 2 nx2 � 2�� Jn;�;�B;A 2 nx2 � 2 �2 Jn;�;�B;A 2 nx2 + 6Jn;�;�A;B 2 n2 x2 + 2�Jn;�;�A;B 2 n2 x2++2 � Jn;�;�A;B 2 n2 x2 � 6Jn;�;�B;A 2 n2 x2 � 2�Jn;�;�B;A 2 n2 x2 � 2 � Jn;�;�B;A 2 n2 x2 + 2x3 + �x3 + � x3��2Jn;�;�A;B x3 � 3�Jn;�;�A;B x3 � �2 Jn;�;�A;B x3 � 3� Jn;�;�A;B x3 � 2�� Jn;�;�A;B x3 � �2 Jn;�;�A;B x3��2Jn;�;�B;A x3 � 3�Jn;�;�B;A x3 � �2 Jn;�;�B;A x3 � 3� Jn;�;�B;A x3 � 2�� Jn;�;�B;A x3 � �2 Jn;�;�B;A x3��4Jn;�;�A;B nx3 � 2�Jn;�;�A;B n x3 � 2� Jn;�;�A;B nx3 � 4Jn;�;�B;A nx3 � 2�Jn;�;�B;A nx3 � 2� Jn;�;�B;A n x3~�n(x) = n (1 + �+ � + n) ( 1 + 3Jn;�;�A;B � �Jn;�;�A;B + � Jn;�;�A;B � 2�Jn;�;�A;B 2 + 3Jn;�;�B;A ++�Jn;�;�B;A � � Jn;�;�B;A + 8Jn;�;�A;B Jn;�;�B;A + 2�Jn;�;�A;B Jn;�;�B;A + 2� Jn;�;�A;B Jn;�;�B;A �2 � Jn;�;�B;A 2 � 2Jn;�;�A;B n� 2Jn;�;�A;B 2 n+ 2�Jn;�;�A;B 2 n� 2 Jn;�;�B;A n� 8Jn;�;�A;B Jn;�;�B;A n��2�Jn;�;�A;B Jn;�;�B;A n� 2� Jn;�;�A;B Jn;�;�B;A n� 2Jn;�;�B;A 2 n+ 2� Jn;�;�B;A 2 n+ 2Jn;�;�A;B 2 n2++2 Jn;�;�B;A 2 n2 � 4Jn;�;�A;B x� 2� Jn;�;�A;B x + 2�Jn;�;�A;B 2 x+ 4Jn;�;�B;A x + 2�Jn;�;�B;A x++2�Jn;�;�A;B Jn;�;�B;A x� 2 � Jn;�;�A;B Jn;�;�B;A x� 2� Jn;�;�B;A 2 x+ 2Jn;�;�A;B 2 nx � 2�Jn;�;�A;B 2 nx��2�Jn;�;�A;B Jn;�;�B;A nx + 2� Jn;�;�A;B Jn;�;�B;A nx � 2Jn;�;�B;A 2 nx + 2� Jn;�;�B;A 2 nx� 2Jn;�;�A;B 2 n2 x++2 Jn;�;�B;A 2 n2 x � x2 + Jn;�;�A;B x2 + �Jn;�;�A;B x2 + � Jn;�;�A;B x2 + Jn;�;�B;A x2 + �Jn;�;�B;A x2++� Jn;�;�B;A x2 + 2Jn;�;�A;B nx2 + 2Jn;�;�B;A nx2 )Laguerre-Koekoek polynomials.The equation for the Laguerre-Koekoek polynomials was found in [25]. From (54) we obtain~�n(x) = x ���n � ��n + �n2 n+ x+ �n x� ;~�n(x) = ��2�n � 3��n � �2 �n + 2�n2 n+ ��n2 n + x+ �x++ 2�n x+ 2��n x� �n2 nx� x2 � �n x2� ;~�n(x) = n ��2�n � ��n � �n2 + �n2 n+ x+ �n x� :Hermite-Krall polynomials.The equation for the Hermite-Krall polynomials was found in [6]. Using (54) we deduce~�m(x) = x ��Bm + 2B2mm + 2x2 + 2Bm x2� ;~�m(x) = 2 ��Bm + 2B2mm + Bm x2 � 2B2mmx2 � 2x4 � 2Bm x4� ;~�m(x) = 4mx ��3Bm � 2B2m + 2B2mm+ 2x2 + 2Bm x2� : (55)25
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